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Recurrent Neural Network

x

RNN
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Recurrent Neural Network

x

RNN

y
usually want to 
predict a vector at 
some time steps
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Recurrent Neural Network

x

RNN

y
We can process a sequence of vectors x by 
applying a recurrence formula at every time step:

new state old state input vector at 
some time step

some function
with parameters W
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Recurrent Neural Network

x

RNN

y
We can process a sequence of vectors x by 
applying a recurrence formula at every time step:

Notice: the same function and the same set 
of parameters are used at every time step.
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(Vanilla) Recurrent Neural Network

x

RNN

y

The state consists of a single “hidden” vector h:
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h0 fW h1

x1

RNN: Computational Graph
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h0 fW h1 fW h2

x2x1

RNN: Computational Graph
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h0 fW h1 fW h2 fW h3

x3

… 

x2x1

RNN: Computational Graph

hT
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h0 fW h1 fW h2 fW h3

x3

… 

x2x1W

RNN: Computational Graph

Re-use the same weight matrix at every time-step

hT
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h0 fW h1 fW h2 fW h3

x3

yT

… 

x2x1W

RNN: Computational Graph: Many to Many

hT

y3y2y1
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h0 fW h1 fW h2 fW h3

x3

yT

… 

x2x1W

RNN: Computational Graph: Many to Many

hT

y3y2y1 L1
L2 L3 LT
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h0 fW h1 fW h2 fW h3

x3

yT

… 

x2x1W

RNN: Computational Graph: Many to Many

hT

y3y2y1 L1
L2 L3 LT

L
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h0 fW h1 fW h2 fW h3

x3

y

… 

x2x1W

RNN: Computational Graph: Many to One

hT
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h0 fW h1 fW h2 fW h3

yT

… 

x
W

RNN: Computational Graph: One to Many

hT

y3y3y3
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Sequence to Sequence: Many-to-one + 
one-to-many

h
0

fW
h
1

fW
h
2

fW
h
3

x
3

… 

x
2

x
1

W
1

h
T

Many to one: Encode input 
sequence in a single vector
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Sequence to Sequence: Many-to-one + 
one-to-many

h
0

fW
h
1

fW
h
2

fW
h
3

x
3

… 

x
2

x
1

W
1

h
T

y
1

y
2

… 

Many to one: Encode input 
sequence in a single vector

One to many: Produce output 
sequence from single input vector

fW
h
1

fW
h
2

fW

W
2
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Example: 
Character-level
Language Model

Vocabulary:
[h,e,l,o]

Example training
sequence:
“hello”
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Example: 
Character-level
Language Model

Vocabulary:
[h,e,l,o]

Example training
sequence:
“hello”
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Example: 
Character-level
Language Model

Vocabulary:
[h,e,l,o]

Example training
sequence:
“hello”
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Example: 
Character-level
Language Model
Sampling

Vocabulary:
[h,e,l,o]

At test-time sample 
characters one at a time, 
feed back to model
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.03
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SampleExample: 

Character-level
Language Model
Sampling

Vocabulary:
[h,e,l,o]

At test-time sample 
characters one at a time, 
feed back to model
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SampleExample: 

Character-level
Language Model
Sampling

Vocabulary:
[h,e,l,o]

At test-time sample 
characters one at a time, 
feed back to model



Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 10 - May 4, 2017Fei-Fei Li & Justin Johnson & Serena Yeung Lecture 10 - May 4, 201740

.03
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SampleExample: 

Character-level
Language Model
Sampling

Vocabulary:
[h,e,l,o]

At test-time sample 
characters one at a time, 
feed back to model
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Backpropagation through time
Loss

Forward through entire sequence to 
compute loss, then backward through 
entire sequence to compute gradient
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Truncated Backpropagation through time
Loss

Run forward and backward 
through chunks of the 
sequence instead of whole 
sequence
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Truncated Backpropagation through time
Loss

Carry hidden states 
forward in time forever, 
but only backpropagate 
for some smaller 
number of steps
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Truncated Backpropagation through time
Loss
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min-char-rnn.py gist: 112 lines of Python

(https://gist.github.com/karpathy/d4dee
566867f8291f086)

https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086
https://gist.github.com/karpathy/d4dee566867f8291f086
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x

RNN

y
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train more

train more

train more

at first:


