Recurrent Neural Network
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Recurrent Neural Network

usually want to
predict a vector at
some time steps
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Recurrent Neural Network

We can process a sequence of vectors x by

applying a recurrence formula at every time step: y
he|= | fw|(Fe—1b|T4)
new state / old state input vector at T
some time step
some function X

with parameters W
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Recurrent Neural Network

We can process a sequence of vectors x by
applying a recurrence formula at every time step: y

hy = fW(ht—la 513‘1;)

Notice: the same function and the same set "
of parameters are used at every time step.
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(Vanilla) Recurrent Neural Network

The state consists of a single “hidden” vector h:

y hy = fW(ht—la fL't)

|

h; = tanh(Wpphi—q + Wopay)

X Yt = Whyht
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RNN: Computational Graph
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RNN: Computational Graph
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RNN: Computational Graph

h0—>fW —>h1—>fW —>h2—>fW —>h3—>.-.—>h_|_
X1 X2 X3
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RNN: Computational Graph

Re-use the same weight matrix at every time-step

h0—>fW —>h1—>fW —>h2—>fW —>h3—>.-.—>h_|_
W X1 X2 X3
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RNN: Computational Graph: Many to Many

Yi Y5 Y3 Yt
T ! ! !
h0—>fW—>h1—>fW—>h2—>fW—>h3—>...—>hT
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RNN: Computational Graph: Many to Many

Y, [ L, Yo 7 L Y3 L, Yr L,
h0—>fW —>h1—>fW —>h2—>fW —>h3—>.-.—>h_|_
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RNN: Computational Graph: Many to Many -

Y, ™ L, Y, 7 L, Y3 L, Yt L,
h0—>fW —>h1—>fW —>h2—>fW —>h3—>.-.—>h_|_
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RNN: Computational Graph: Many to One

y
h0—>fW—>h1—>fW—>h2—>fW—>h3—>...—>hT
W X1 X2 X3
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RNN: Computational Graph: One to Many

Y3 Y3 Y3 Yr
T T ! !
h0—>fW—>h1—>fW—>h2—>fW—>h3—>...—>hT
/X
W
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Sequence to Sequence: Many-to-one +
one-to-many

Many to one: Encode input
sequence in a single vector

\o
- X =
NOX S

N
w X (=

(O8]

_|
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Sequence to Sequence: Many-to-one +
one-to-many

One to many: Produce output

sequence from single input vector
Many to one: Encode input

sequence in a single vector
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Example:
Character-level
Language Model

Vocabulary:

[h.el,0]

Example training 1 - _ .

sequence. input layer g (1) ? (1)

“hello” 0 0 0 0
input chars: “n” e “qr I
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Example:
Character-level
Language Model

hi = tanh(Whphi—1 + Want)

vocabulary: ey | 53— 08 |+ 35 -2 25
[h,e,l,o] 0.9 0.1 -0.3 0.7

Eamole train I A R
Xxampie training - 5 5 5
sequence. input layer g (1) ? [1)
“hello” 0 0 0 0
input chars: “n” “@” i “I”
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Example:
Character-level
Language Model

Vocabulary:
[h,e,l,0]

Example training
sequence:
“hello”

target chars:

output layer

hidden layer

input layer

input chars: ¢
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1.0 0.5
2.2 0.3
-3.0 -1.0
4.1 12
0.3 1.0
-0.1 » 0.3
0.9 0.1
1 0
0 1
0 0
0 0
‘h “g”
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0.1 |w hn| -0-3
05— 0.9
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Example: Sample |

Character-level it

Language Model e

Sampling 5

output layer %%

41

Vocabulary: I

[h,e,l,0] . 03
hidden layer | -0.1 —

0.9

At test-time sample T
characters one at a time, S é
0
-

feed back to model

input chars:
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Example: Sample ?\

Character-level it
Language Model e
Sampling 5
output layer %%

41

Vocabulary: I
[h,e,l,0] . 03
hidden layer | -0.1

0.9

At test-time sample T
characters one at a time, S é
0
-

feed back to model

o co-ao

input chars:
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Example: Sample ?,\ fl

Character-level o || |2

Language Model Softmax— | |

Sampling |

output layer %% 2%

4.1 1.2

Vocabulary: i T

[h,e,l,0] | 03 10
hidden layer .é); g? —

At test-time sample 1|

characters one at a time, S é E

feed back to model . o

input chars:
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Example:
Character-level
Language Model
Sampling

Vocabulary:
[h,e,l,0]

At test-time sample
characters one at a time,
feed back to model

Fei-Fei Li & Justin Johnson & Serena Yeung

Sample

Softmax

output layer

hidden layer

input layer

input chars:

“e’,’\
!

.03 25 A1 A1
A3 20 A7 02
.00 .05 68 .08
84 50 .03 79
t t t t
1.0 05 0.1 0.2
2.2 0.3 0.5 1.5
-3.0 -1.0 1.9 -0.1
4.1 12 1.9 2.2
L | e
0.3 1.0 0.1 |w bnl-03
-0.1 0.3 05— 0.9
0.9 0.1 -0.3 0.7
N T I O
1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 0
“h “e” it 7
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Forward through entire sequence to

BaCkpropagatK)n through tlme compute loss, then backward through

entire sequence to compute gradient

Loss
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Truncated Backpropagation through time

Loss

Run forward and backward
through chunks of the
sequence instead of whole
sequence
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Truncated Backpropagation through time

Loss

ST AN

Carry hidden states
forward in time forever,
but only backpropagate
for some smaller
number of steps
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Truncated Backpropagation through time

Loss

ST AN
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min-char-rnn.py gist: 112 lines of Python

Minimal character-level vanilla RNN model. Written by Andrej Karpathy (@karpathy)

83D License

import numpy as np

'r').read()

data = open(
chars = list(s
data_size, vocab_size = len(data),
print 'data has %d characters, %d unique.
char_to_ix = { ch:i for i.ch in enumerate(chars) }
ix_to_char = { iich for i,ch in enumerate(chars) }

len(chars)
' % (data_size, vocab size)

hidden_size = 180
seq_length = 25
learning rate = 1e-1

wxh = np.random.randn(hidden_size, vocab_size)*e.a1
whh = np.random.randn(hidden_size, hidden_size)*n.e1
why = np.random.randn(vocab_size, hidden_size}®e.o1
bh = np.zeros( (hidden_size, 1))

by = np.zeros((vocab_size, 1))

def lossFun(inputs, targets, hprev):

inputs, targets are both list of integers

hprev is Wil array of initial hidden state
gradients on model parameters, and last hidden state

returns the loss

xs, hs, ys, ps = {}L {}, % @
-11 = np.copy(hprev)
]

t in xrange(len(inputs)):

for
xs[t] = np.zeros((vocab_size,1))

xs[t][inputs[t]] = 1
hs[t] = np.tanh(np.dot(Wxh, xs[t]) + mp.dot{whh, hs[t-1]) + bh)
ys[t] = np.dot(why, hs[t]) + by 1og ti
np.exp(ys[t]) / np.sum(np.exp(ys
-np.log(ps[t][targets[t], e])

rem

dWxh, gWhh, dwhy = np.zeros_like(wxh), np.zeros_like(whh), np.zeros_like(wny)
dbh, dby = np.zeros_like(bh), np.zeros_Like(by)
dhnext = np.zeros_like(hs[8])
for t in reversed(xrange(len(inputs))):
dy = np.copy(ps[t])
dy[targets[t]] -= 1
dwhy += np.dot(dy, hs[t].T)
dby += dy
np.dot(why.T, dy) + dhnext
(1 - hs[t] * hs[t]) * dh
dnraw
np.dot(dhraw, xs[t].T)
np.dot(dhraw, hs[t-1].T)
np.dot (wnh.T, dhraw)
dparam in [dwxh, cwhh, dwhy, dbh, dby]

5, out=dparam) # clip to mitigate expl
dbh, dby, hs[len(inputs)-1]

for
np.clip(dparan, -5,
return loss, dwxh, dwhh, dwhy,
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def sample(h, seed ix, n):

sample a sequence of integers from the model
h is memory state, seed_ix is seed letter for

st time step
x = np.zeros((vocab_size, 1))

x[seed_ix] = 1
ixes = []

for € in xrange(n):
h = np.tanh(np.dot(wxh, x) + np.dot(whh, h) + bh}
¥ = np.dot(why, h) + by
p = np.exp(y) / np.sum(np.exp(y))
p=p.ravel())

ix = np.random.choice(range (vocab_size),
x = np.zeros((vocab_size, 1))

x[ix] = 1

1ixes.append(ix)
return ixes

np=8 8
mixh, mWAh, mahy = np.zeros_like(wxh),
mbh, mby = np.zeros_like(bh), np.zeros_like(by)
smooth_loss = -np.log(1.6/vocab_size)*seq_length

np.zeros_like(whh), np.zeros_like(why)

while True:
if prseq_length+1 >= len(data) or n == o:

hprev = np.zeros((hidden_size, 1)) R
p=0 f :1

inputs = [char_to_ix[ch] for ch in data[p:p:seq_length]]

targets = [char_to_ix[ch] for ch in data[p+1:p+seq_length+1]]

if n % 109

sample_ix = sample(hprev, inputs[e], 2@e)
txt = '".jein{ix_te char[ix] for ix in sample_ix)

print '--—-\n %s \n----' % (txt, )

loss, dwWxh, dwhh, dwhy, dbh, dby, hprev = lossFun(inputs, targets, hprev)
* 9.001

smooth_loss = smooth_loss * @.99a + loss

@: print 'iter %d, loss: %f' % (n, smooth_loss)

if n % 109

for param, dparam, mem in zip([wxh, whh, why, bh, by],
[dwxh, dwhh, dwhy, dbh, dbyl,
[maxh, mWnh, mwny, mbh, mby]):
men += dparam * dparam
param += -learning_rate * dparam / np.sqrt(mem + 1e-8)

p += seq_length

n=1

(https://qgist.github.com/karpathy/d4dee
566867f8291f086)
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THE SONNETS

by William Shakespeare y

From fairest creatures we desire increase,
That thereby beauty's rose might never die,
But as the riper should by time decease,
His tender heir might bear his memory:
But thou, contracted to thine own bright eyes,
Feed'st thy light's flame with self-substantial fuel,
Making a famine where abundance lies,
Thyself thy foe, to thy sweet self too cruel:
Thou that art now the world's fresh ornament, _>
And only herald to the gaudy spring,
Within thine own bud buriest thy content,
And tender churl mak'st waste in niggarding:
Pity the world, or else this glutton be,
To eat the world's due, by the grave and thee.

‘When forty winters shall besiege thy brow,
And dig deep trenches in thy beauty's field,
Thy youth's proud livery so gazed on now,
Will be a tatter'd weed of small worth held: X
Then being asked, where all thy beauty lies,
Where all the treasure of thy lusty days;
To say, within thine own deep sunken eyes,
Were an all-eating shame, and thriftless praise.
How much more praise deserv'd thy beauty's use,
If thou couldst answer "This fair child of mine
Shall sum my count, and make my old excuse,’
Proving his beauty by succession thine!
This were to be new made when thou art old,
And see thy blood warm when thou feel'st it cold.
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Aftair fall unsuch that the hall for Prince Velzonski's that me of
her hearly, and behs to so arwage Tiving were to it beloge, pavu say fTalling misfort

how, and Gogition is so overelical and ofter.

l train more

"Why do what that day," replied Natasha, and wishing to himself the fact the
princess, Princess Mary was easier, fed in had oftened him.
Pierre aking his soul came to the packs and drove up his father-in-law women.
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